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Abstract 

Since at least the 1990s, social and media studies contributed to presenting algorithms as human, cultural 

constructs. More recently though, fine-grained ethnographic inquiries went further in the analysis and 

showed that most algorithms derive from benchmark referential datasets – often called “ground truth” – 

that gather input data and output targets, thereby establishing what can be approximated computationally 

and evaluated statistically. In this commentary, I briefly review the most recent results on this line of 

research one may call ground truth studies. I then consider some objections to this ground truth-centered 

conception of algorithms and point out avenues for future thinking. 
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Algorithms! While the term can be confusing – difficult indeed to base it on a rigorous definition1 – it 

is nonetheless very much debated and disputed in Science and Technology Studies (STS).2 But where 

does the magnetism for the social study of algorithms come from? What are the notable results of this 

line of research, as well as its limits and future challenges? In this commentary, I first briefly review the 

contemporary history of the social study of algorithms and its recent – and refreshing – ethnographic 

turn. I then discuss one of its significant results: most algorithms can be considered derivatives of 

referential datasets (often called “ground truths”). I then consider two objections to this ground truth-

centered glance on algorithms and point out avenues for future thinking. 

1. Social studies of algorithms: from critique, to drama, and then ethnography 

The 1990s were particularly rich in utopian discourses on computer technologies.3 The growing 

distribution of microcomputers in the professional and private spheres, the promising beginnings of 

internet technologies, Clintonian announcements of “information superhighways,” and the imminent 

advent of a new millennium: the stars were aligned for the development of a promising – and often 

promotional – vision of then-called new information technologies.  

In response to these discourses equating technological progress with social advances, many 

sociologists, anthropologists, and media scholars set out to measure the concrete, social, and political 

dynamics of this broad, and actual, computerization process (e.g., King, 1991; 1994; Brouillard & 

Lafrance, 1996; Vedel, 1996). In the US, the 1993 law stipulating that 5% of Human Genome Research 

Project funds be invested in research into the social, legal, and ethical consequences of genomics helped 

position social science practitioners as guardians of justice and fundamental freedoms with regard to the 

deployment of computer technologies (Poon, 2016; Reardon, 2016; Zwart & Nelis, 2009). The second 

edition of Rob Kling's anthology Computerization and Controversy (1996) – which covers professional, 

domestic, fictional, affective, and security issues associated with computerization processes – provides 

a rich overview of the topics that ran through the study of the social and political consequences of 

computer technologies during this pivotal period. 

Throughout the 2000s, the social study of computer technologies became more frontally critical, 

especially in the US, which contributed to the emergence of the “algorithm” as an object of study. 

Researchers contested the claims of Web technology promoters regarding empowerment and 

accessibility, revealed the limitations of search engines, and examined disparities in data mining devices 

(e.g., Hoffman & Novak, 1998; Introna & Nissenbaum, 2000; Lawrence & Giles, 1999; Civille, 1996). 

 

1 The notion of algorithm has no rigorous, stabilized definition. In mathematics and logic, defining what is an 

algorithm is still an open question. On this topic, see Seiller (2024). 
2 As I say elsewhere (Jaton, 2021b: 1), building on Dear and Jasanoff (2010), STS can be considered “a subfield 

of social sciences that aims to document the co-construction of science, technology, and the collective world. What 

connects the practitioners of this heterogeneous research community is the conviction that science is not only the 

expression of a logical empiricism, that knowledge of the world does not preexist, and that scientific and 

technological truths are dependent on collective arrangements, instrumentations, and dynamics.” 
3 Two arbitrary but illustrative examples of technological utopianism in the 1990s could be Weiland (1993) and 

Stewart (1993). 
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Progressively, as surveillance technologies grew post-9/11, studies of detection programs and 

algorithms – the term appears at that time in the critical literature4 – emphasized their biases, culminating 

in increased focus on discrimination and invisibilization processes in the 2010s (e.g., Gandy, 2002; 

Zureik & Hindle, 2004; Introna & Wood, 2002; Kraemer et al., 2010; Gillepsie, 2013; Bucher, 2012; 

Bozdag, 2013). 

The importance of these critical studies of the effects of algorithms should be emphasized and 

re-emphasized. In their own way, they acted as a firewall against the commercial and seductive rhetoric 

of computer technologies’ promoters and over-admirers. More generally, and crucially, this line of 

research that Gillepsie and Seaver (2016) labeled “critical algorithms studies” managed to problematize 

the notion of algorithm and somewhat decouple it from its modernist trope of radically detached 

objectivity. However, the proliferation of these critical studies and, in a way, their redundancy also 

generated a series of aporias that Malte Ziewitz finely described as an algorithmic drama (2016). 

Ziewitz's argument suggests that as social research increasingly – and rightly – focused on 

criticizing the negative effects of algorithms, the heteronomous sociotechnical arrangements that enable 

them to come into existence and operate were gradually overlooked, leading to algorithms being 

perceived as autonomous and abstract entities. Over time, the ties to algorithms’ supporting networks 

were ignored, and algorithms became seen as mysterious, powerful, and complex. This shift led to an 

"algorithmic drama," where algorithms were viewed as powerful precisely because they were 

inscrutable, creating a circular perception of their influence and opacity. A looping and disempowering 

drama, in short, whose political effects are still tangible today (Jaton & Vinck, 2023). 

To try to break out of this dramatic spiral, several STS-sensitive authors have recently embarked 

on ethnographic inquiries into the mundane and concrete construction of algorithms in applied fields 

like image processing (Jaton, 2017; 2021a; 2022; Vinck et al., 2018), computer audition (Kang, 2023; 

Seaver, 2022), video processing (Engdahl, 2024), text analysis (Bechmann & Bowker, 2019; Wu, 2024), 

or predictive medicine (Henriksen & Bechmann, 2020; Jaton, 2023; Muhr, 2023)5. In much the same 

way as the late 1970s’ ethnographic work of Bruno Latour and Steve Woolgar (1986), Michael Lynch 

(1985), Karin Knorr-Cetina (1981), and others sought to move away from the abstraction of (critical) 

epistemology by providing a down-to-earth view of the production of scientific statements, the work of 

these new ethnographers of computer science sought to move away from the abstraction of (critical) 

digital epistemology to gradually build up a concrete and realistic – and therefore empowering – 

understanding of algorithms (Alexandre, 2024).  

 

4 Whereas the terms “software”, “code” or “software-algorithm” were initially favored, the single term “algorithm” 

began to become increasingly common in Anglo-American surveillance studies literature from the 2000s onwards. 

It would be interesting to know more about the channels through which the term “algorithm” came to be 

confidently used in the Anglo-American critical literature. 
5 It is important to note here that another series of authors with a hybrid profile (often computer scientists with a 
social science education) have also greatly contributed to the progressive detachment from this algorithmic drama 
by critically examining deep learning code (e.g., Hua & Haley, 2024; Hua & Rhee) and by subjecting deep learning 
model outputs to extensive statistical analysis (e.g., Bender et al., 2021). Today, this line of research is often 
referred to as Critical AI Studies (Raley & Rhee, 2023). 
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2. Notable result: algorithms can be considered derivatives of referential ground 

truth datasets 

The preliminary results of this still on-going ethnographic turn are very rich, particularly in terms of the 

professional coordination mechanisms and programming practices that enable the concrete day-to-day 

shaping of algorithms, as well as constant, laborious, and very material tinkering of computer scientists 

to achieve 'good enough' code and feature extraction (e.g., Thylstrup et al., 2022; Bialski, 2024). But the 

common observation that has been, for now, the object of most discussion is certainly that many 

algorithms are derived from, and thus refer to, data collected in more or less arbitrary ways and 

assembled in more or less structured sets (Le Ludec et al., 2023; Amoore et al., 2024). These referential 

datasets – known as "ground truth," "benchmark," or simply "dataset," depending on the applied field 

(Jaton, 2021b) – gather and connect at least two subsets: 1) an input-data subset, which contains the 

information the would-be algorithm is intended to process, and 2) an output-targets subset, which holds 

the results the would-be algorithm is expected to produce (Rettberg et al., 2024). 

Far from being marginal, these referential ground truth datasets frame and define algorithm 

construction work, as shown by a series of still on-going inquiries one may call ground truth studies. 

Among them, one could mention the work of Grosman and Reigeluth (2019) who documented the 

development of surveillance systems within a European Research and Innovation project. In their case 

study, machine learning algorithms required a new ground truth dataset to detect so-called “suspicious 

behavior.” But to create this dataset, computer scientists and engineers acted out suspicious and non-

suspicious roles, and then annotated the recordings. Beyond the surprising theatrical aspect of the 

process, it appeared that the behaviors these engineers taught the algorithms were arbitrary and based 

upon their own projections. As a result, the algorithmic systems became indeed efficient at detecting 

abnormal behaviors, but this abnormality was based on the socio-cultural habits of thought of the 

engineers present during recordings and annotations.  

Another exemplary ground truth study is the inquiry by Henriksen and Bechman (2020) into a 

Scandinavian software company developing "AI solutions" for healthcare. In this work, they emphasize 

the importance of constructing a reliable referential dataset for the company, as it was essential for 

evaluating the performances of newly developed algorithms and attracting potential clients. 

Interestingly, then, the company’s main challenges were not computational per se, because powerful 

open-source deep learning tools were already available and adaptable without too many efforts. Rather, 

the main issues concerned the actual construction of reliable referential ground truth datasets that could 

support meaningful performance evaluations for healthcare customers. 

More recently, Engdahl (2024) followed the construction of a referential dataset of daily 

activities captured “in the wild,” aiming to support computer vision tasks in academia and the industry. 

But as he shows with great precision, the “naturalness” of this database project (Jaton & Vinck, 2016) 

was frustrated by its necessary research apparatus, as the construction of the dataset involved the careful 

alignment of standards and negotiations among data subjects. The activities recorded were thus not quite 

spontaneous but shaped by various factors, including privacy concerns and legal standards. Ultimately, 
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and ironically (and perhaps also, necessarily), the ground truth dataset – and the algorithms derived from 

it – ended up reflecting framing and alignment processes rather than behaviors “in the wild” captured 

from a detached viewpoint. 

In a similar vein, Edward Kang (2023) finely described the efforts required to arbitrarily ground 

truth the “vocability” of employee-fit for the case of an R&D project in a tech start-up. This discovery, 

and others (Kang, 2022), led him to develop the interesting notion of ground truth tracing, which refers 

to the potentially systematic examination of how issues are framed through the construction of ground 

truth datasets. This speculative proto-classification device is thought to assess forms of epistemological 

and ethical soundness, as it may help determine whether an issue can be accurately represented within 

a dataset and, consequently, whether it can be effectively addressed by an algorithmic system. 

It is quite clear, then, that ground truth studies enrich the social analysis of algorithms by shifting 

the analytical gaze on what makes algorithms germinate, come into existence, and circulate (see also 

Heimstädt, 2023; Girard-Chanudet, 2023). It is a much welcome program of (quite) critical inquiry, that 

continues to produce fascinating results, as the present topical collection demonstrates. And more 

generally, it is safe to say that, beyond their differences, these studies show that referential datasets and 

their assemblage have a massive impact on algorithm construction and content. In fact, the massiveness 

of this impact even suggests what one may call a socio-ethnographic definition of algorithms, based on 

their dependence on referential datasets. According to this definition – which remains fragile and 

speculative – an algorithm could be considered a computer-compatible approximation of an ideal 

function supposedly governing the relationship between the input-data and the output-targets of at least 

one referential dataset (Rettberg et al., 2024: 85).6  

3. First objection/avenue of reflection: what about un- and self-supervised learning? 

Conceiving of algorithms as derivatives of referential datasets may seem a little iconoclast, to say the 

least, in this time of hype (as well as criti-hype, cf. Vinsel, 2021) around so-called ‘artificial intelligence’ 

(Jaton & Sormani, 2023). Hence, maybe, several more or less assignable objections to this socio-

ethnographic conception of algorithms, which constitute, it seems to me, as many avenues for research 

and reflection. 

The first objection, sometimes even hinted at within the ethnographic works mentioned above, 

is linked to what is commonly referred to as un- and self-supervised learning. It can be summarized as 

follows: referential datasets are central only for algorithms based on supervised learning, i.e., that 

 

6 Interestingly, Mackenzie (2017: 81) points out that some computer scientists reach a close definition, yet by other 

means. This is the case, for example, of Hastie et al. (2009) who, in their statistical learning textbook, state that 

the goal of algorithm design “is to find a useful approximation f'(x) to the function f(x) that underlies the predictive 

relationship between input and output” (28). More generally, another interesting feature of this ground truth-

centered definition is that it allows one to make a welcome distinction between computer programs and algorithms. 

Indeed, if one accepts that the algorithms that interest us are programs (since they have to be computer-readable), 

not all programs are algorithms, as it becomes the act of referring to an external set to reproduce/approximate part 

of its constituent relationships that defines the algorithmic form. 
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requires annotated data. When it comes to unsupervised or self-supervised learning, ground truths and 

the practices underlying their construction lose their importance (the objection goes). 

As far as strictly unsupervised learning is concerned (which, for the most part, refers to mere 

descriptive and exploratory algorithms such as k-means or principal component analysis), it is indeed 

hard to conceive, as things stand, the referential datasets from which such algorithms would be derived. 

However, as far as I know, there is currently no in-depth ethnographic description of the concrete 

shaping of this type of unsupervised algorithms, which tends to be carried out in theoretical computer 

science laboratories. In this sense, while the objection makes sense, it also suggests an avenue of 

research, which would either invalidate the proposition of firmly associating the very notion of 

algorithm with referential sets, or refine the phenomenon by documenting, for example, other – maybe 

looser – forms of referential sets. 

As far as self-supervised learning is concerned, two things need to be emphasized, not to say 

clarified. The first is that self-supervised learning is fully part of supervised learning, once said that the 

labels reside within the collected data itself. Schematically, in the case for example of language models 

(popular products of self-supervised learning nowadays), the word/token that follows a given 

word/token constitutes a ground truth reference. And this supervision is obviously crucial, since it 

enables the calculation of an error, which is then back-propagated within the layers of the neural 

networks, more or less thick and deep depending on the chosen architecture. Between 2015 and 2020, 

there may have been some terminological confusion in data science and applied computing, with some 

eminent authors occasionally associating self-supervision with unsupervision. Today, however, these 

concepts seem to be more clearly separated in the vernacular literature.7 

Secondly, self-supervised models remain fundamentally subordinated to referential datasets, 

since they must in any case be evaluated. As I explain elsewhere, this practical imperative comes from 

the fact that these algorithms “are not intended to remain theoretical: They are designed to be ultimately 

used and worked upon, which implies comparing them to benchmarked ground-truth datasets in order 

to show their relevance and efficiency” (Jaton, 2021b: 4). In that sense, then, referential datasets remain 

essential to make these self-supervised algorithms exist as valuable devices. 

However, asserting this fundamental subordination of self-supervised algorithms to referential 

datasets does not mean that this recent type of machine learning and algorithmic construction process 

makes no difference. On the contrary, it seems to make the topic of ground truth dataset even more 

convoluted and interesting, not least because of the progressive dissociation between training sets and 

evaluation sets (Engdahl, 2024). This dissociation is not merely technical but also deeply political – as 

the present Topical Collection also indicates – as the criteria and benchmarks used to evaluate machine 

 

7 Laureate of the prestigious 2018 Turing Award, Yann Lecun notably contributed to this confusion in his famous 

“cake analogy,” initially stipulating that the biggest slice of the machine learning cake (meaning, the most 

promising type of method) consisted of unsupervised learning (Lecun, 2016). Interestingly enough, Lecun went 

back on his analogy in 2019, stipulating that the biggest piece of cake was, in fact, self-supervised learning (and 

unsupervised learning even disappeared from the analogy). 
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learning systems shape whose knowledge, values, and perspectives are legitimized in machine 

learning/AI development. More generally, it seems to me that this is another research direction to take, 

which would seek to document precisely the data-activity regime required to implement, assess, and 

sustain large self-supervised algorithmic systems. 

4. Second objection/avenue of reflection: what about diplomacy (or how to compose 

with cyber-modernism)? 

The second objection is trickier, and refers to a less assignable phenomenon. To identify it, we need to 

go at a higher level and consider the backlash that critical algorithm studies seem to be experiencing for 

the last few years. 

Beyond high-profile incidents like the abrupt firing of famous ethical AI researcher Timnit 

Gebru (Wong, 2020) – and, more broadly, opportunistic and cynical U-turns coming from Big Tech – 

they are indeed growing signs of normative tightening within computer science research and industry. 

This is evident in the downsizing of research units that focus on social sciences and humanities (Vynck, 

2023), the removal of social science experts from the boards of major companies (Paul, 2024), and more 

or less direct criticisms aimed at the legitimacy and even the seriousness of scholars critically studying 

algorithms (Hern, 2024). It seems that computer science professionals are increasingly vocal about their 

apprehension and/or resistance to collaborating with social scientists, who are often perceived as 

obstacles engaged in abstract – and vain – intellectual exercises (Moats & Seaver, 2019). 

This reactionary moment is likely to be linked to broader cynical undertakings to preserve 

inequalities (Mondon and Winter, 2020). However, we cannot completely rule out the possibility of a 

sincere response – at least by some honest computer science professionals – to a form of critical 

clumsiness. The fine-grained ethnographic descriptions of computer science in action mentioned above 

do not seem to be concerned here: on the contrary, they tend to be recognized as reliable, accurate, and 

important (see for example Dickson, 2022). The problem seems to come from broader, alternative 

theorizations of critical algorithms students (including me!) that may appear disappointing, not to say 

insulting, to some computer science practitioners. In this sense, similarly to the so-called “science wars” 

during the 1990s,8 the current situation of relative backlash could also be, at least in part, linked to a 

lack of tact on the part of the critical faction when it comes to inferring more general propositions. And 

this would ultimately refer to an inability to identify and respect the values central to those whose work 

and achievements that we – ethnographers of algorithms in the making – try to make understandable to 

others. 

 

8 In very broad strokes, the "science wars" were a series of intellectual debates in the 1990s, sparked by natural 

scientists who criticized social science and literary analyses of science – particularly the sociology of scientific 

knowledge (SSK) and what will be later be called actor-network theory (ANT) – for allegedly undermining 

scientific objectivity by viewing scientific truths as socio-cultural constructs. Interestingly, when one reads the 

retrospective accounts on these debates by some of their most targeted social scientists (e.g., Collins et al., 2017; 

Latour, 2013:  12-14), one sees that they are leaning towards mea culpa. While they stand by what they described, 

they also recognize that they could have been more cautious with their more general theoretical propositions. 
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If we accept this (highly debatable) hypothesis, one of the future challenges of critical algorithm 

studies – and a fortiori also of ground truth studies – would be to attempt to make critical achievements 

compatible with the elements of the computer scientific lore to which practitioners are most intensely 

attached. An example might be the notion of intelligence, which today remains strongly ingrained and 

positively charged within computer science and industry, to the great dismay of most critical algorithm 

students (Jaton & Sormani, 2023). Despite our disaffection with the notion of intelligence, how could 

we incorporate it in our critical algorithm framework? Or rather, how could we disarm this notion – 

undoubtedly one of the most harmful, notably due to its colonial and patriarchal heritage (Cave, 2020) 

– while retaining it, in order finally to make it compatible with the findings of, for example, ground truth 

studies? It is a thorny issue of political philosophy, which would seek to cautiously adapt sticky cyber-

modernist heritage to anthropological actualities. 

A new line of socio-philosophical research seems to be opening up here, which would attempt 

to gather reasonable critics and admirers around the weaknesses and strengths of algorithmic agency 

(Jaton & Lenglet, 2025). Quite a challenging diplomatic – and therefore collective – undertaking 

(Janicka, 2023), that would attempt to somewhat prolong the cyber-modernist adventure while 

recentering it on empirical, not to say ecological, fundamentals. 
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